IBM Case -TS009806009 has been raised initially for ‘MQ GET Retry’ configuration request in IBM RIT
Case Details: 
As part of R&C Testing(MQ Negative testing) for one of our projects, the requirement is to 'Disable the GET on the application Queues to which stub would be listening to and respond'.
As soon as the 'GET 'is disabled stub went to 'BROKEN' state from 'RUNNING' state and unable to re-establish the connection and back to 'RUNNING' state though MQ connection is up and 'GET' is enabled on specified Queue.
We have configured 'Connection Resilience' options in MQ for connection retries. But wanted to check on 'GET' operation retries of Stub MQ options which can configured.
Please share the relevant MQ options that can be configured for these GET retries.

Enhancement Request- RBF-I-228 has been raised as suggested in IBM Case.

Details of MQ configuration for the specified ‘MQ GET-Disabled ‘scenario on Request/Input Queue to which stub would be listening to are as below using Local Queue set up.


Request Queue-TEST.REQUESTQUEUE
Initially, ‘Get Messages’ is configured as ‘Allowed’ and stub status in ‘RUNNING’.
Later, for MQ negative testing, ‘Get Messages’ is configured as ‘Inhibited’ instead of ‘Allowed’.
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Stub status went to  ‘BROKEN’ from ‘RUNNING’ state as  soon as the ‘Get Messages’ configuration on Request Queue is changed to ‘Inhibited’.
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Following MQ error got captured in stub server nohup.out file
[RunTests/instance149 (1575)]: [30/09/2022, 14:00:28.811] [Error] Message Switch: on queue "%%InputQueue%%" via "MQ" Error encountered trying to get a message from the queue. Error received: MQRC_GET_INHIBITED, Gets inhibited for the specified queue [MQRC.2016].


After the completion of MQ negative scenario testing, Request Queue configuration is reverted.
‘Get Messages’ are configured back to ‘Allowed’
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But there is no change in stub status and stub continue to be in ‘BROKEN’ state.
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The expectation/ask is to have ‘MQ GET connection retries’ configuration similar to ‘MQ connection resilience’ setting available currently in RIT, which would help to make GET retries and make the stub up and running automatically after a regular interval as soon as the MQ GET option is ‘allowed’ on input queue to which stub would be listening to.
Current MQ Connection Resilience settings available are as below.
These configurations as are proven helpful to have the stub up after Queue Manger connection is re-established.
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Reference stub logs:
[RunTests/instance149 (1571)]: Sep 30, 2022 12:35:34 PM com.ghc.a3.mq.pooling.QueueCachingPool$QueueCachingConnection doCustomCleanup
[RunTests/instance149 (1571)]: WARNING: Failed to close Queue
[RunTests/instance149 (1571)]: com.ibm.mq.MQException: MQJE001: Completion Code '2', Reason '2009' 
[RunTests/instance149 (1571)]: [30/09/2022, 12:41:35.028] [Warning] Message Switch: on queue "%%InputQueue%%" via "MQ" The connection to the queue manager has been lost. Will attempt to reconnect.
[RunTests/instance149 (1571)]: [30/09/2022, 12:41:40.029] Message Switch: on queue "%%InputQueue%%" via "MQ" Attempting to reconnect to the queue manager...
[RunTests/instance149 (1571)]: [30/09/2022, 12:41:40.029] Message Switch: on queue "%%InputQueue%%" via "MQ" The connection to the queue manager has been re-established.
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